Both managers and scholars increasingly realize the central role that product development plays in creating competitive advantage. Given this interest, it is not surprising that the design of effective product development processes has received considerable attention from academics. Yet despite this wealth of information and the best intentions of many product development managers, it is quite clear that practice does not always follow theory. A growing number of studies suggest that the development processes prescribed in the literature and the actual sequences of steps used to create products are two very different things. Consider for example, the case of Project X, a major development project that we observed at a large U.S. recreational products manufacturer:

Project X started a little late. In fact, it wasn’t initially scheduled in the product plan for the year in which it was launched. However, an unmet market need coupled with the postponement of another project suffering technical difficulties meant that Project X suddenly became critically important to maintaining customer loyalty and business growth. Because it started late, the project team designing X didn’t meet until well into the development cycle and initially the team members, the company’s best developers, didn’t have time to give X as much attention as it deserved. Furthermore, in order to match the development cycle of other projects launching at the same time as X, the team rushed through much of the project’s up-front work and instead spent most of their time on actual design activities.

Rapid progress on design encouraged everyone and led the marketing organization to expand the scope of Project X. When prototypes revealed that the design...
had some serious flaws, however, it was clear X was in trouble. Significant rework would be needed to address the design concerns and the changes to requirements. With just a few months remaining before the planned launch date, X seemed at risk. However, postponing Project X would jeopardize other projects whose designs had accommodated the geometry of X. Postponing X would also wreak havoc on future product plans that were premised on X being part of the product line.

With so much at stake, the organization marshaled its considerable resources to make sure X succeeded. Developers worked almost non-stop for months, hand-carrying parts to testing stations and personally visiting suppliers to resolve issues. More senior managers reviewed X’s progress on a weekly basis and provided additional resources where needed. Even the vice-president of development pitched in, attending project reviews and making suggestions.

As it turned out, X ended a success. The product launched on time, and while a few minor issues required patching up once the product was in the field, on the whole the organization felt good about its effort. After all, just months earlier the entire model year was in jeopardy.

The last-minute heroics required to save Project X exemplify one of the most common and costly departures from the development processes prescribed in the literature, a phenomenon we label firefighting. The metaphor of fighting fires is widely used in the management literature, typically referring to the allocation of important resources to solve unanticipated problems or “fires.” In product development, firefighting describes the unplanned allocation of developers and other resources to fix problems discovered late in the development cycle. The costs associated with firefighting are well documented and this mode of product development has been widely criticized in the product development literature.

Yet, despite its costs, it should come as little surprise that firefighting occasionally occurs in the development of new products. Creating new products is a fundamentally uncertain task, often involving unproven technologies and processes. Further, the alternatives to firefighting, such as letting a defective product reach the market or canceling it altogether, are often even less appealing. Indeed, many organizations show a remarkable ability to fight fires and transform troubled projects into marketable products. Further, managers often view the ability to engage in firefighting as an important complement to more formalized development processes. As one manager at the company that created Project X said, “We are a good fourth-quarter team.”

There is, however, a significant problem with this view. Our research suggests that the major problems that create the need for extra resources and departures from the standard development process—although usually attributed to outside forces (changing customer requirements, problematic suppliers)—are themselves the result of past firefighting efforts. Further, while the ability to fight fires is often viewed as a necessary skill, required by the messy reality of developing complex products in a competitive environment, we find that even the isolated use of firefighting can quickly spread to other projects, driving out
the disciplined execution of the desired development process. In other words, organizations that resort to firefighting in a few projects are soon likely to find that its use has completely replaced the more structured development process. In many organizations, firefighting is the development process. Thus, firefighting is not a complement to a more structured approach to new product development, but is, instead, an organizational pathology that, left unchecked, can significantly degrade an organization’s ability to create high-quality products.

Here, we develop this idea by reporting the results of a system dynamics analysis of firefighting. Our results arise from over five years of in-depth study of product development in major U.S. manufacturing firms. Our research began with four in-depth case studies of efforts to improve product development at companies in four different industries (automotive, telecommunications, semiconductor, and recreational products) from which we identified the phenomenon of firefighting as a key impediment to performance in product development. In the second phase, one of the original four companies allowed us to study its development process in even more depth. During this phase, we conducted in-depth post mortem analyses for each of three consecutive model years. Producing these “launch reports” entailed observing the actual launch of new products in the factory, interviewing every development team that completed a product in the given model year, reviewing problem logs kept during the development process, and collecting related quantitative data such as open concern reports. In total, the three researchers producing these reports spent over fifteen months at the research site. These data and the original four cases were then used as the basis for a series of system dynamics models targeted at explaining both the existence and persistence of firefighting in product development.

The most important insight arising from our study is that product development systems have a tipping point. In models of infectious diseases, the tipping point represents the threshold of infectivity and susceptibility beyond which a disease becomes an epidemic. Similarly, in product development systems there exists a threshold for problem-solving activity that, when crossed, causes firefighting to spread rapidly from a few isolated projects to the entire development system. In other words, firefighting is a self-reinforcing syndrome: Once it occurs in one project, it can quickly spread to others, permanently degrading the capability of the entire development system.

Practically, this finding has three implications. First, it suggests that firefighting, while initially used only when a project gets “in trouble,” can quickly become the de facto development process. A reliance on firefighting has a tendency to drive out proper process execution. Second, this also implies that even a temporary increase in workload can initiate the firefighting dynamic and cause a permanent decline in system performance. While the costs of permanently overloading a development process are now well recognized, the existence of a tipping point suggests that such systems are even more fragile. Even a temporary overload can initiate a vicious cycle of costly firefighting. Third, our analysis
shows that the location of the tipping point, and therefore the susceptibility of the system to the firefighting phenomenon, is determined by resource utilization in steady state. As more work is introduced into the system, progressively smaller shocks are needed to initiate the downward spiral of increasing problems and fewer resources available for their prevention. Thus, development managers face an important trade-off between steady-state performance and the system’s ability to accommodate unanticipated changes in resource requirements without descending into the firefighting cycle. Taken together, these insights suggest that many of the current methods for aggregate resource planning, while necessary, are insufficient to prevent firefighting and that managers wishing to avoid it must rethink their approach to managing multi-project development environments.

**Why Does Firefighting Spread?**

To understand both the existence and persistence of firefighting in product development, we have developed a number of system dynamics models. While some of the models are quite complex, the most important insights can be developed in a fairly simple framework (see the stylized model of a product development system in Figure 1).

Suppose an organization has a two-step development process. First, there is a concept development phase designed to identify the customer’s needs, develop the product concept, and select the supporting technologies. Second, there is a product design and testing phase, in which the concept developed in the previous phase is turned into an actual product. For simplicity, we assume...
that the organization works on only two products at once, each in a different phase. As shown in Figure 1, in this simple model the organization launches one new product every year and at any moment in time must divide its attention between completing the design on this year's product and developing the concept for next year’s product. Our modeling studies show however that our results are robust in more realistic settings.

To understand the dynamics possible within this simple framework, we need to capture the interconnections between the two phases. We first assume that executing each phase requires allocating development resources to complete a set of tasks. In the concept development phase, tasks include activities such as documenting customer requirements and making the final selection between candidate concepts. In the design phase, the tasks are related to creating and testing the product. The primary role of concept development activities is to make the downstream design work more effective by, for example, documenting customer requirements, establishing the project scope, and demonstrating the feasibility of the chosen technologies. However, when resources are scarce, the tasks in the concept development phase can be skipped—products can be passed to detailed design with few documented customer requirements, an ambiguous scope, or unproven technologies. The consequence of skipping these tasks, however, is that the probability of correctly completing a design task goes down. For example, as we have often observed, an organization can skimp on documenting customer requirements but may have to make substantial changes later in the development cycle when early prototypes reveal mismatches between the initial concept and the customers’ desires.
The inner feedback loop in Figure 2 represents the decision process of managers allocating resources among competing projects in the development process. Our field studies suggest that when resources are scarce, the projects nearing launch receive priority. Thus, for example, if there is a rise in problems in the design phase of the project nearest launch, then the Problem Gap—the accumulation of unresolved issues in design, components that don’t work, bugs in the software, and so forth—rises, leading the organization to allocate its resources to fixing the design problems. As the Design Problems in This Year’s Product decrease, the Problem Gap falls, and fewer resources are devoted to this year’s product. This is the desired balancing dynamic of the Rework Loop—the system acts to balance, or counteract, a change in any variable in the loop and reduces the Problem Gap to zero.

The often unintended consequence, however, is that allocating more developers to the design phase of the product nearest launch decreases Resources Dedicated to Next Year’s Product. Fewer resources dedicated to the concept development phase of next year’s product reduce the completion rate of the concept development activities for next year’s product. This in turn increases Design Problems in This Year’s Product when next year’s product transitions to the downstream phase. The Tipping Loop is a reinforcing feedback that amplifies a change in any variable in the loop. It can operate as a virtuous cycle—more resources devoted to concept development lead to fewer errors in the design phase, freeing still more resources for concept development on the next year’s product—or it can become a vicious cycle in which more problems in the downstream phase draw resources away from the concept development activities that might prevent those problems in future products.

While simple, the model captures a set of interconnections that have repeatedly emerged from both our field studies and subsequent modeling efforts as central to understanding the firefighting phenomenon. Further, while we have conducted extensive simulation analysis on these models, the core insights can be developed graphically using the phase plot (which was derived from the model’s structure) shown in Figure 3.10

The horizontal axis of the phase plot represents the fraction of the concept development work completed in the current model year, while the vertical axis captures the fraction of the concept development work that will be completed next year. The solid, upwardly sloping line shows how, given the structure of the system, the amount of concept development work will evolve from year to year. Thus, to read the plot, start at any point on the horizontal axis, go straight up until you reach the solid line and then go straight left to the vertical axis. By relating what happens this year to what will happen next year, the phase plot provides a simple summary of the system’s behavior and provides a useful tool to discuss how product development processes behave over time.

To understand the diagram and its implications for managing product development, suppose that our simulated organization accomplishes about 60
percent of its planned concept development work. In this case, to determine what will happen next year, we can, following the dotted line, read up and over to find that, if it accomplishes 60 percent of the up-front work this year, the dynamics of the system are such that it will accomplish about 75 percent of the up-front work next year. If it completes 75 percent of the early-phase work next year, what will happen the year after that? Return to the horizontal axis, start at 75 percent, and again read up to the solid black line and over to the vertical axis to find that in year number three it will accomplish almost 100 percent of the concept development work. In the example so far, then, the system is driven by a virtuous cycle. The positive tipping loop shown in Figure 2 works in the upward direction: each year a little more concept work is done, decreasing errors in the actual design phase and freeing downstream resources to complete even more concept development work in the next year. Thus, if this cycle continues, each successive model year will require less firefighting and the system converges to the point where the organization accomplishes all its desired up-front work every year.

In contrast to this desirable state of affairs, consider another example. Imagine this time that, for whatever reason in a particular year, our organization accomplishes only 40 percent of its planned concept development activities. Now, reading up and over, we find that instead of completing more early-phase work next year, due to the greater defect rate in downstream activities, the
organization actually completes less—in this case only about 25 percent. In subsequent years, the situation deteriorates further in a vicious cycle of declining attention to up-front activities and increasing error rates in design work. In this case, the reinforcing tipping loop works in the downward direction. Here the growing need to fight fires in the downstream phase progressively reduces the completion of the early-phase work until the system converges to a mode in which concept development work is not done. Here, the organization’s ongoing struggle to fix problems in the project closest to launch effectively drives out the desired development process.

The analysis offers some interesting insights into the behavior of product development systems. First, as shown in Figure 4, it suggests that such systems tend to converge to one of two execution modes (highlighted by the two solid black dots at the upper right and lower left corners). Either they will benefit from a virtuous cycle of increasing attention to up-front activities and decreasing error rates in downstream work, or they will be trapped in a vicious cycle of increased firefighting and decreased attention to the early-phase work that might have prevented those crises in the first place. In other words, two product development systems, despite being identical in every way, could potentially produce very different levels of performance, depending only on the initial attention given to up-front work.
Second, Figure 4 also highlights that these two modes are separated by a tipping point (highlighted by the solid black dot at the center of the diagram where the phase plot crosses the 45-degree line). The tipping point is critical to understanding the dynamics of the system because it represents the fraction of concept development completion at which the reinforcing tipping loop shown in Figure 2 switches directions, changing from a virtuous cycle that eliminates firefighting to a vicious circle that reinforces it. This means that if the system starts in the desired execution mode and, for whatever reason, the fraction of concept development work falls below the tipping point, the system will never recover. Instead, it will descend into a downward spiral of increasing error rates and decreasing resource adequacy, eventually becoming trapped in the firefighting mode.

The following experiment highlights the role of the tipping point in determining the system’s behavior. We simulate our model under three different scenarios. First, we run the model in steady state to show its behavior in the absence of any outside shocks. In the second case, we simulate the model again, but this time, in model year one, we temporarily increase the workload by 20 percent. Such an increase in workload could also represent a particularly challenging model year or the cost of introducing a new technology. In the case of Project X, the increase represents the actual workload due to a late start and changes in the product scope. Finally, in the third case, we introduce another one-time change in workload, but this time it’s a 25 percent increase. The results are shown in Figure 5.

As the figure highlights, before the change in workload, the simulated organization operates in the desired mode: It completes all the concept development work and consequently finds relatively few defects in the downstream phase. Not surprisingly, when the 20 percent increase in workload is introduced, performance declines. The extra workload means that less concept development work is done and, consequently, the quality of the final product suffers.
However, the decline in quality is temporary; eventually the system recovers to its initial capability. In contrast, however, the system’s response to a 25 percent increase in workload differs. This is the mode of operation characterizing Project X, where much of the team’s time was spent on actual design activities instead of up-front conceptual work, and, consequently, prototypes revealed serious design flaws. Unfortunately for the real organization launching X, and for the organization simulated here, the system never recovers. Instead, it descends into a firefighting cycle in which up-front activities receive little attention and quality permanently declines.

Why is the system able to handle a 20 percent temporary increase in work but not 25 percent? A 20 percent increase is not quite sufficient to push the system over its tipping point. Thus, with time, the system recovers to its original capability. In contrast, the 25 percent increase pushes the system over the threshold, sending the simulated organization on a new path towards the firefighting equilibrium.

What does this mean for the management of product development systems? First, it suggests that a temporary increase in workload (and the consequent need to engage in firefighting) can cause a permanent decline in performance. Most managers are now well aware of the costs of permanently overloading a development system. Our analysis suggests that the situation is worse—even a temporary overload can ignite the vicious cycle of self-reinforcing firefighting. Thus, managers considering the possibility of tackling just a little more work should be aware that such efforts, while possibly successful in the short run, can jeopardize the long-term health of the development system.

The second important implication for managing product development comes in realizing that the level of resource utilization determines the location of the tipping point. The tipping point can be viewed as the balance between workload and resources beyond which an organization cannot accomplish all of the tasks necessary to properly execute the projects currently underway. As managers put more projects in the product plan, thereby increasing resource utilization (the percentage of people working at full capacity during all available work hours), the tipping point moves up and to the right. As steady-state resource utilization increases, smaller and smaller increases in workload (no matter how temporary) can propel the organization into the firefighting syndrome. Thus, a fully utilized product development system is also a system constantly on the verge of descent into firefighting. The phase plots in Figure 6 depict how the location of the tipping point shifts with changes in resource utilization.

Not surprisingly, managers frequently want to know where their development system is relative to its tipping point. While determining the exact location of the tipping point is difficult, a number of symptoms indicate that resource utilization is precariously high. For instance, interviews at one organization yielded numerous indicators of a system caught in a vicious dynamic of firefighting. From design engineering, we heard: “There are insufficient resources for the...
Morale suffered [with ongoing problems in a high-visibility project]. “There’s a lot of illness among the group.” Similarly, manufacturing engineers observed: “Manufacturing engineers are working round the clock, 24 hours a day.” “Turnover in manufacturing engineering is high—in five years maybe 15 percent of the original staff is left.”

Why Does Firefighting Persist?

So far we have tackled the problem of understanding why firefighting exists. As the analysis shows, this syndrome ultimately has its roots in the fact that early-phase tasks, while highly effective in the long run, can be skipped when resources are scarce. Managers who try to “stretch” and accomplish just a little more, while producing success in the short run, often push their development systems over the tipping point and into the downward spiral of decreasing attention to up-front tasks and increasing problems in downstream projects. As mentioned earlier, this scenario repeats itself in numerous organizations. So the question naturally arises: Wouldn’t managers eventually figure this out? The unfortunate answer to this question is that, without a detailed understanding of the dynamics such a system generates, managers are unlikely to recognize—much less overcome—the firefighting syndrome.

Consider what happens when a manager in a system like the one described above decides to take some resources away from a project in its early concept development phase and allocate them to fighting fires in a struggling downstream project. As the discussion above suggests, this decision has two consequences. First, with the additional resources, the troubled project improves. This happens quickly, the impact of the decision is easy to assess, and it has a fairly certain outcome. Later, however, these same actions, if they push the development organization over the tipping point and ignite the firefighting cycle, degrade the performance of the product development system. In contrast to the improved performance of the
specific project, this outcome doesn’t happen right away—it can take a number of years for these dynamics to unfold—and the impact of these actions is difficult to assess. Thus, managers making resource allocation decisions in such systems face a "better-before-worse" trade-off in which the positive but transient consequence of the decision to engage in firefighting happens quickly and is easy to assess, while the negative but permanent consequence occurs only with a delay and is difficult to characterize.

In such situations, psychologists, economists, and others who study decision making have reached a clear conclusion: People do not learn to manage such systems well.\textsuperscript{12} In experiments ranging from managing a simulated production and distribution system to fighting a simulated forest fire to managing a simulated fishery, people overweight the short-run positive benefits of their decisions while ignoring the long-run negative consequences.\textsuperscript{13} People who play these games produce wildly oscillating production rates and inventory levels, they allow the firefighting headquarters to burn down and they destroy the fishery through over-fishing. Applying these results to the product development context suggests both that managers will typically favor downstream projects and that they are unlikely to learn to overcome the undesirable dynamics that such a bias creates.

The problem is still worse. The fact that the health of the development system rests on managing across projects makes identifying and analyzing the source of difficulties challenging. When a development organization is caught in the firefighting cycle, people know something is wrong, but they don’t necessarily know exactly what the problem is. When performance is persistently low, managers are more likely to blame the people who work for them than the structure of the development system.\textsuperscript{14} Thus, as performance begins to decline in a downward spiral of firefighting, not only are managers unlikely to learn to manage the system better, but they are also likely to blame their designers, developers, and project managers. To make matters worse, the system provides little evidence to discredit this hypothesis. Once firefighting starts, system performance continues to decline, even if the workload returns to its initial level. Furthermore, managers will observe developers spending less and less time on up-front activities like concept development, providing powerful evidence to confirm managers’ mistaken belief that developers are to blame for the declining performance. The result is one example of the more general dynamics discussed in another article in this issue (see Nelson P. Repenning and John D. Sterman, “Nobody Ever Gets Credit for Fixing Problems that Never Happened: Creating and Sustaining Process Improvement,” California Management Review, 43/4 [Summer 2001]). Management teams become increasingly frustrated with a development staff they perceive as lazy, undisciplined, and unwilling to follow the prescribed development process, and the development staff becomes increasingly frustrated with managers who, they feel, do not understand the realities of launching new products and, consequently, set unachievable objectives.
To summarize, we tip our systems because actions that appear rational at the project level—the use of firefighting to compensate for unplanned problems—undermine effective management of the development system. Once the system has entered the firefighting zone, escape is difficult. The firefighting syndrome persists because few actions can push the product development system back over the tipping point into a virtuous cycle of improved process execution.

**Policies: What To Do?**

If your organization is prone to these dynamics, what actions can move you onto the virtuous side of the tipping point and eliminate the need for costly firefighting? Most important, realize that managing such systems well doesn’t come naturally. As highlighted above, the “better-before-worse” behavior created by firefighting coupled with basic human tendencies and intuitions leads decision makers down the wrong path when managing complex systems like multi-project development environments. Thus, standard managerial responses such as admonitions to “do less firefighting” or to “focus on the process, not the product” are likely to be inadequate in combating the deeply seated conditioning created by years of operating in the firefighting mode. Firefighting is so prevalent precisely because it comes so naturally.

Creating a fire-resistant product development system thus requires more significant, permanent changes. However, these need to be executed with considerable care. Both our field data and subsequent analysis suggest that many interventions that appear to eliminate firefighting actually have the potential to make the situation worse rather than better. Three such strategies are particularly damaging to the long-run health of the development process.

- **Don’t invest in new tools and processes if you’re already resource-constrained.** A common reaction to the low performance created by continuous firefighting is investment in an improved set of development tools and processes. Although successful deployment of such tools would often unequivocally help the organization, they require the development of knowledge and experience. As a consequence, introducing tools actually lowers productivity in the short run while people learn and incorporate them into existing processes. Problems arise when managers ignore this worse-before-better tradeoff. Recall that in the simulation experiments shown earlier, a temporary increase in workload was sufficient to push the system over its tipping point. Introducing a new set of tools into an already over-utilized development system creates a similar set of dynamics. The increase in workload, arising from the additional training, learning, and practice time required to use the tools proficiently, further raises resource utilization, potentially pushing the system over its tipping point. Thus, if new tools are not accompanied by a reduced workload, their introduction is likely to lead to more firefighting and a further decline in process capability.
• Fixing only a fraction of the problems identified late in the development cycle does not prevent the spread of firefighting. A second, and often observed, approach to reducing the use of firefighting is to fix only the “important” problems. However, although fixing a fraction of problems can lead to a short-term decrease in workload, it rarely has the desired effect in the long run. Leaving some problems unresolved usually means that the product leaves customers unsatisfied, thereby increasing the pressure on the next generation of the product while simultaneously leaving even less time to do the up-front work that it requires. Further, and even more damaging, low-quality products can push the organization into a death spiral of declining competitiveness: low-quality products generate less revenue to fund research and development, thereby limiting the ability to invest in the development of future products. Leaving defects unattended is not an effective strategy for eliminating firefighting.

• Postponing problematic projects does not prevent the spread of firefighting. A final popular response to firefighting is the postponement of troubled projects under the rationale that the reduced workload can be used to improve both the design of the current project (allowing it to be launched with higher quality) and next year’s product concept. However, because postponement does not address the root cause of over-utilized resources (postponed projects continue to consume resources until they are launched), it does little but defer the problems to the next model year. In the context of our model, this strategy amounts to doubling the quantity of outstanding downstream work in the model year following the postponement. Having more projects in the downstream phase increases the need for firefighting, reduces the attention to up-front work in subsequent generations, and further speeds the system’s descent into low capability.

Thus, as is common in complex systems, many of the policies that would seem to help alleviate a problem actually exacerbate it. The problem with each of the aforementioned approaches is that, while they address the symptoms of firefighting, they do nothing to eliminate the root cause. Any policy targeted at eliminating firefighting must improve the balance between the outstanding workload and the available resources. Building on our field data and subsequent analysis, we find that creating a fire-resistant development system requires four complementary policies.

• Aggregate resource planning is critical to fire prevention. Although managers are increasingly aware that resources must be managed across as well as within projects, most development organizations work on too many projects. As our analysis shows, when a system is consistently overloaded, firefighting quickly becomes the development process. Thus, there is no substitute for a portfolio-level plan that matches the number of ongoing projects to available development resources. Further, the existence of a tipping point implies that slack resources provide a valuable buffer against
the uncertainties inherent in new product development. Thus, to prevent firefighting, the aggregate project plan should allow for uncertainty by maintaining a reserve of unassigned resources. Managers who attempt to utilize fully their development resources are virtually guaranteed to spend much of their time engaged in firefighting.

- Cancel projects with inadequate concepts before they reach the design phase. While necessary, aggregate resource planning is insufficient to prevent the spread of firefighting. As discussed above, even a single troubled project, if it draws resources dedicated to other projects, can push the system over its tipping point. Thus, beyond improving the resource planning process, preventing firefighting also requires minimizing the chance that troubled projects actually reach the downstream phases of the development cycle. The key is to cancel projects early, before they have tipped the system. Canceling a troubled project shortly before its scheduled launch means that an organization pays all of the costs of firefighting and receives none of the benefit of canceling. Our simulation experiments suggest that an aggressive policy of canceling those projects with inadequately developed concepts before they enter the design phase is very effective in preventing firefighting.19

- When a project does experience trouble in the later phases of the development cycle, don’t try to “catch up”—revisit the product plan instead. Although it can clearly be minimized, the late discovery of some errors is inevitable when developing products with new technologies for new markets. These problems, if they are to be solved, constitute temporary increases in resource requirements with the potential to push the system over the tipping point. Unfortunately, in the organizations we studied, managers rarely accounted for these contingencies in the resource planning process. Despite the fact that such problems often required significant allocations of resources not captured in the initial aggregate resource plan, managers rarely updated their plans when troubles arose, implicitly assuming (as was the case in Project X) that they could “catch up” by just “working a little harder” or “squeezing a little more.” Yet, this was rarely (if ever) the case. Instead, resources were stolen from other projects in the earlier stages of the development process, trapping the development system in the firefighting syndrome. For example, despite the fact that the late discovery of defects in Project X required substantial engineering resources be pulled off other projects, the schedules for those other projects were not changed. As a consequence, those later projects were also moved to the design phase with inadequately specified concepts, creating the need for further firefighting and, thereby, perpetuating the cycle. Thus, if a significant problem does arise late in the development cycle, ensuring that firefighting does not spread from the troubled project to the rest of the portfolio requires that managers revisit the plans for all of the projects currently in progress. If for example, a given project requires three
months of additional work, then the product plan must be updated to reflect the fact that those people working on the project will not be available for another three months. In our model, such a strategy amounts to either extending the model year whenever a product gets in trouble or simply skipping a model year altogether. In either case, the effective reduction in workload stabilizes the system and prevents the firefighting required by the troubled project from spreading to the rest of the development system.

- Don’t reward developers for being good firefighters. As discussed in the introduction, many managers we interviewed came to view their ability to fight fires as an important source of competitive advantage. Not surprisingly, many organizations reward and promote engineers based on their ability to save troubled projects. Consider, for example, one senior manager’s reflection on how developers in his organizations were rewarded:

  “Occasionally there is a superstar of an engineer or a manager that can take one of these late changes and run through the gauntlet of all the possible ways that it could screw up and make it a success. And then we make a hero out of that person. And everybody else who wants to be a hero says, ‘Oh, that is what is valued around here.’ It is not valued to do the routine work months in advance and do the testing and eliminate all the problems before they become problems. What is valued is being able to make a change in the last minute and ramrod it through.”

Thus, to be successful, improvements in the resource planning process require complementary changes to the incentive and reward systems. While a number of changes are possible, perhaps the most important one is to simply not let project leaders jump into projects with the hope of saving them at the last minute. As the quote highlights, allowing managers to “save” troubled projects, and therefore receive accolades and benefits, creates a situation in which, for those interested in advancement, there is little incentive to execute a project properly from start to finish. While allowing such heroics may help in the short run, the long-run health of the development system is better served by not rewarding them.

There are, of course, major challenges associated with implementing these changes. First, it is clear both from the field studies on which this article is based and from other studies reported in the product development literature that admonitions to “do fewer projects” and “cancel more,” though often heard in R&D organizations, rarely if ever have appreciable impact. Although people may understand and subscribe to these ideas at an abstract level, when decisions concerning specific projects must be made on a day-to-day basis, these general guidelines are simply inadequate to combat the deeply seated cognitive biases created by experience uninformed by a structural understanding of the multi-project development system. Recall the first set of simulations. In the first model year, the system ably accommodates an increased workload (even one that
pushes the system beyond the tipping point), delivering the additional work with high quality. A manager making such a decision receives powerful and salient feedback that working a little harder was a good thing to do. Unfortunately, the short-run gain comes at the expense of long-run performance. In subsequent model years, performance can progressively decline—even though workload returns to normal. Because the decline in performance occurs only with a significant delay, it is less likely to be associated with the earlier increase in workload in any manager’s mind. This creates a strong belief that they can always “do just a little more.”

Second, even if managers seek to rebalance resources with the workload, another problem arises: Nobody likes having her project canceled or postponed. Developers and project managers are rewarded for delivering projects, not for canceling them. During project reviews there is a strong tendency to overstate the level of project completion and understate the remaining resource requirements. Managers don’t always receive accurate information concerning the state of projects in the pipeline, thus creating additional uncertainty and further reducing the likelihood that they will take the difficult step of canceling projects.

Given the strength of managers’ biases and the incentives facing project managers, we believe that a particularly strict and inflexible version of the cancellation policy offers the highest potential to produce significant improvement in product development. Specifically, we propose that managers establish a strict policy of allowing only a fixed number of projects into the detailed design phase and, more important, uphold a strict policy of canceling projects with unfinished concept development work.

Why might such draconian measures be needed to produce the desired outcome? First, recognize that no development system can produce beyond its steady state capacity for very long. Thus, organizations cancel and postpone projects all the time, but usually only after such projects have consumed substantial resources, thus making these interventions ineffective in eliminating the spread of firefighting. Implementing such a policy puts a decision that is normally made implicitly and with little forethought—through the day to day actions of developers and project leaders—under the explicit control of managers. Second, as previously highlighted, the psychological biases, institutional structures, and incentive schemes that create the pathologies we studied here are deeply ingrained and unlikely to change easily. A more flexible version of the cancellation policy is subject to modifications by managers that would erode its efficacy over time. If managers are given discretion to increase the number of projects, they are likely to use it, thus putting the system back in the undesirable situation in which it started.

Furthermore, such a policy gives both developers and managers a strong incentive to develop competence in evaluating projects mid-cycle and performing thorough up-front work. There is an additional reason why organizations may often fail to do up-front work: They may not know how. Organizations that do not invest in up-front activities are unlikely ever to develop significant
competence in executing them. Thus, the decision to change the balance of resources not only necessitates reducing the number of projects; it may also require a significant investment in learning. Individual managers and project leaders are unlikely to make such investments for fear of incurring the inevitable but temporary decline in performance. More senior managers may be unable to create incentives for people to undertake such learning activities.

The policy we propose has the potential for reversing many of the feedbacks that otherwise work against higher performance. Managers required to cancel projects on an annual basis will need defensible criteria for doing so. Project managers will soon learn that, to survive the cut, they must demonstrate the likelihood that their project will succeed. In contrast to the situations we have observed (in which there are few incentives to do up-front work), in a world where some projects are always canceled before entering the design phase, project managers face strong incentives to invest in early-phase activities and develop clever ways to demonstrate the efficacy of a proposed product far in advance of its detailed design. Similarly, while project managers often portray their projects in the kindest light, more senior managers, if they are required to cancel a certain number of projects, will also have a powerful incentive to develop more objective methods of determining which projects are allowed to proceed into the detailed design phase.

What do these suggested policies mean for Project X? First, given its late start, managers probably should not have agreed to undertake Project X in the first place. Without adequate time to proceed through the concept development phase, Project X was almost guaranteed to experience serious difficulties during the design and testing phase. Second, when those problems were revealed by early prototypes, Project X probably should have been canceled. By continuing the project despite outstanding issues that required significant additional resources, managers put the entire product plan at risk. Finally, given that it did proceed, despite its major problems, managers should have revisited the product plan and adjusted the schedules for the other projects in the pipeline that were not receiving attention due to the firefighting required by Project X.

Admittedly, the implications for Project X are grim. When faced with an urgent market need, the company's most talented developers are usually willing to give it their best shot. However, that is precisely why avoiding situations like Project X requires policies that both prevent projects from getting in trouble in the first place and, when they do experience difficulties, ensure the cure is not worse than the disease. Only by vigilantly managing the balance between work and resources will organizations be able to prevent widespread firefighting and maintain the long-term health of their product development systems.
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